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#### Abstract

A new technique for embedding visible watermarks into a digital image is described in this paper，which uses statistical properties of each pixel and its immediate surrounding pixels in the host image，and also the statistical properties of the host image and that of the image to be embedded（watermark），as the pixels in the host image are replaced one by one by the pixels in the watermark image．The aim is to establish a relationship between pixels in the images that will make the embedded watermark robust and semi－ transparent，and to minimize errors caused by watermark addition and subtraction．Also，the original image can be completely recon－ structed from the watermarked images．
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## 1 Introduction

In digital libraries there is the need to develop ef－ fective techniques applied to the images to protect copyright．Digital watermark that is visible，robust and difficult to remove is therefore added to images to discourage copyright infringement ${ }^{[1]}$ ．Though visible watermarking reduces the commercial value of the host－information，it does not however attract pirates thus preventing the image from theft ${ }^{[1-6]}$ ．Many re－ searches have been carried out on digital watermark－ ing．Fewer studies，however，have been reported on visible watermarking as compared to invisible water－ marking ${ }^{[2]}$ ．Most of the existing techniques on visible watermarking are based on transform domain algo－ rithms，this is because transform domain techniques are said to be more robust than the spatial domain techniques ${ }^{[1]}$ ，however，there are problems with some of the transform domain algorithms that may re－ sult in visual discontinuity ${ }^{[7]}$ ．

The main aim of this work is to present a technique for visible watermarking in the spatial domain which embeds a mark image to the host image according to the statistical properties of the pixels in the host and

[^0]the mark images．Error caused by mark addition and subtraction is minimized ${ }^{[6]}$ ．For this method，the ori－ ginal host image is not required for the mark extrac－ tion．A key is applied to the watermarked image to re－ move the watermark without introducing perceivable distortion．This feature is desirable for applications in which a visibly watermarked image is used for pre－ viewing，and a version with an invisible watermark then supplied when a deal is made．The proposed method is robust in the sense that the embedded wa－ termark cannot be removed without the key．

## 2 Algorithm

## 2．1 Smoothing

If an image is divided into blocks，the standard de－ viation of smooth（or almost smooth）blocks is equal to zero（or close to zero）．In the same way if the value of a pixel in an image is equal or close to the values of its surrounding pixels then the standard deviation cal－ culated for the small part of the image is zero or close to zero．

If the part of the host image to be watermarked is of the size $m \times n$ ，we can use this property and cal－ culate the standard deviation of each pixel within its immediate surrounding pixels and call it represented standard deviation（RSD）of the pixel．For a pixel $I_{M}$ （ $i, j$ ）in an image IM，the RSD calculated is the mini－ mum if the pixel is equal to the average of its immedi－ ate surrounding pixels，$I_{M}(i, j)$ ．Replacing $I_{M}(i, j)$ with $I_{M}(i, j)$ makes the part of the image smooth and therefore the RSD becomes minimum．We use
this method to replace all the pixels in a host image (the part to be watermarked) with the average of its surrounding pixels to make the image smooth thus reducing the RSD, calculate the minimum RSD and call it the threshold standard deviation of the pixel.

### 2.2 Calculations

For each pixel in the host image IM (the part to be covered by the watermark image):
(1) Calculate the standard deviation $\sigma_{T}(i, j)$ to represent the (minimum) threshold standard deviation for the pixel $I_{\mathrm{M}}(i, j) . \sigma_{\mathrm{T}}(i, j)$ is calculated by first replacing the pixel $I_{\mathrm{M}}(i, j)$ with $I_{\mathrm{M}}{ }^{\prime}(i, j)$, the average of its immediate surrounding pixels.
(2) Calculate the standard deviation, $\sigma_{\mathrm{W}}(i, j)$, for all the pixels in the watermark WM, to represent the standard deviation for the pixel $W_{M}(i, j)$ replacing $I_{\mathrm{M}}(i, j) . \sigma_{W}(i, j)$ is calculated by replacing pixel $I_{M}$ ( $i, j$ ) in the host image with its corresponding pixel $W_{M}(i, j)$ in the watermark. Numbers of surrounding pixels used in the calculation for different pixel types are given in Table 1.
(3) Calculate
$\sigma_{\mathrm{WT}}(i, j)=\sigma_{\mathrm{W}}(i, j)-\sigma_{\mathrm{t}}(i, j)$
(4) Normalize $\sigma_{\mathrm{WT}}(i, j)$ to generate $\beta(i, j)$ using the equation
$\beta(i, j)=\frac{\sigma_{\mathrm{WT}}(i, j)-\sigma_{\mathrm{T} \text { min }}}{\sigma_{\mathrm{W} \text { max }}-\sigma_{\mathrm{T} \text { min }}}$
where $\sigma_{\mathrm{T} \text { min }}$ and $\sigma_{\mathrm{W} \text { max }}$ are the minimum and maximum values of $\sigma_{\mathrm{T}}(i, j)$ and $\sigma_{\mathrm{W}}(i, j)$ respectively, as indicated in Table 2.
(5) Embed the watermark image according to the equation

$$
\begin{equation*}
W(i, j)=I_{M}(i, j) \pm \beta(i, j) W_{M}(i, j) \tag{3}
\end{equation*}
$$

Table 1 Number of pixels used in calculation of $\sigma(i, j)$

| Type | Pixel position in <br> the image | Number of <br> surrounding pixels |
| :---: | :---: | :---: |
| A | Corner | 3 |
| B | At the edge which is not a corner | 5 |
| C | Not at the edge | 8 |

### 2.3 Analysis

(1) The positive sign in Eq. 4 is used if $W_{M}(i, j)>$ $I_{\mathrm{M}}(i, j)$, and negative if $W_{M}(i, j)<I_{M}^{\prime}(i, j)$.

Table 2 Ranges of RSD for different pixel types

| RSD | Type | Range of RSD, $\sigma(i, j)$ |
| :---: | :---: | :--- |
|  | A | $0 \leqslant \sigma_{T}(i, j) \leqslant 104.10$ |
| $\sigma_{\mathrm{T}}(i, j)$ | B | $0 \leqslant \sigma_{T}(i, j) \leqslant 114.04$ |
|  | C | $0 \leqslant \sigma_{T}(i, j) \leqslant 120.21$ |
|  | A | $0 \leqslant \sigma_{W}(i, j) \leqslant 127.50$ |
| $\sigma_{W}(i, j)$ | B | $0 \leqslant \sigma_{W}(i, j) \leqslant 127.50$ |
|  | C | $0 \leqslant \sigma_{W}(i, j) \leqslant 126.71$ |

(2) $\beta(i, j)=0$, if $W_{M}(i, j)=I_{M}{ }^{\prime}(i, j)$, and in this special case $W(i, j)=I_{M}(i, j)$.
(3) Two pixels in WM produce the same RSD if $I_{M}$ ' $(i, j)$ is equal to the mid-value.
(4) $\sigma_{\mathrm{W}}(i, j) \geqslant \sigma_{\mathrm{T}}(i, j)$.
(5) $0 \leqslant \beta(i, j)<1$.
(6) $0 \leqslant W(i, j) \leqslant 255$.
(7) As an example, a typical image with its pixel values at the top left corner of the image is given in the matrix IM. Assuming this part is to be covered by a watermark then the matrices below give $I_{\mathrm{M}}{ }^{\prime}(i, j)$ and $\sigma_{\mathrm{T}}(i, j)$.
$I_{M}(1: 3,1: 3)=\left[\begin{array}{lll}137 & 136 & 133 \\ 137 & 136 & 137 \\ 138 & 133 & 134\end{array}\right]$
$I_{M}^{\prime}(1: 3,1: 3)=\left[\begin{array}{lll}136.3 & 136.00 & 136.33 \\ 136.00 & 135.63 & 134.40 \\ 135.33 & 136.40 & 135.33\end{array}\right]$
$\sigma_{\mathrm{T}}(1: 3,1: 3)=\left[\begin{array}{lll}0.41 & 1.41 & 0.41 \\ 1.53 & 1.76 & 1.24 \\ 1.47 & 1.24 & 1.47\end{array}\right]$
For this particular image Fig. 1 can be used to find the $\operatorname{RSD} \sigma_{\mathrm{W}}(1,1), \sigma_{\mathrm{W}}(1,2)$, and $\sigma_{\mathrm{W}}(2,2)$, (examples of type A, B and C pixel respectively), for any watermark image that can be used to embed in positions $(1,1),(1,2)$ and $(2,2)$. The minimum point on each curve is $\left[I_{\mathrm{M}}{ }^{\prime}(i, j), \sigma_{\mathrm{T}}(i, j)\right], W_{\mathrm{M}}(i, j)=I_{\mathrm{M}}{ }^{\prime}$ $(i, j)$ at this point.
(8) For this algorithm, the RSD of each pixel falls within a range as indicated in Table 2 for different types of pixels.

Conditions for which the minimum and maximum RSD values occur are summarized in Tables 3 and 4 respectively. Parameters in these tables are defined as follows.


Fig. 1 WM vs RSD for pixels of Types A, B and C
$N_{c \text { min }}=$ number of conditions for which minimum value occurs,
$N_{\mathrm{c} \text { max }}=$ number of conditions for which maximum value occurs,
MPV = mark pixel value,
$N_{0}=$ number of surrounding pixels in the original image with value equal to 0 ,
$N_{255}=$ number of surrounding pixels in the original image with value equal to 255 .
(9) From Tables 3 and 4, it can be established that whenever $\sigma_{\mathrm{T}}(i, j)=0, \sigma_{\mathrm{W}}(i, j)<\sigma_{\mathrm{W}}$ max $(i . e .$, $\sigma_{\mathrm{W}}(i, j) \neq \sigma_{\mathrm{W}}$ max whenever $\left.\sigma_{\mathrm{W}}(i, j)=0\right)$ and whenever $\sigma_{\mathrm{W}}(i, j)=\sigma_{\mathrm{W} \text { max }}, \sigma_{\mathrm{T}}(i, j) \neq 0$. The probability for $\beta(i, j)=1$ is zero. This explains the fact that a pixel in W adjust itself according to the difference $I_{\mathrm{M}}{ }^{\prime}$ ( $i, j)-W_{\mathrm{M}}(i, j)$ and add or subtract zero or a fractional part of WM to or from IM making $W$ more closer to both images.
(10) An image whose bottom right corner pixels is given in the matrix below have both $\sigma_{\mathrm{T} \text { max }}$ and $\sigma_{\mathrm{W} \text { max }}$ occurring for Type A, B, and C pixels.
$I_{M}(254: 256,254: 256)=\left[\begin{array}{lll}255 & 255 & 255 \\ 0 & 255 & 255 \\ 0 & 0 & 0\end{array}\right]$
$I_{M}^{\prime}(254: 256,254: 256)=\left[\begin{array}{lll}170 & 204 & 255 \\ 153 & 128 & 153 \\ 85 & 102 & 170\end{array}\right]$
$\sigma_{\mathrm{T}}(254: 256,254: 256)=\left[\begin{array}{rrl}104.10 & 93.11 & 0 \\ 114.04 & 120.21 & 114.04 \\ 104.10 & 114.04 & 104.10\end{array}\right]$

Table 3 Conditions for which the minimum RSD occurs

| RSD | Type | $\sigma_{\text {min }}$ | $N_{\mathrm{c} \text { min }}$ | Pixel value to satisfy a condition for <br> $\sigma_{\text {min }}$ occurrence |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | A | 0 | 1 |  |  |
| $\sigma_{\mathrm{T}}(i, j)$ | B | 0 | 1 | All surrounding pixels have equal <br> values |  |
|  | C | 0 | 1 |  |  |
|  | A | 0 | 1 | Mark pixel value and all the sur- <br> $\sigma_{\mathrm{W}}(i, j)$ | B |
|  | C | 0 | 1 | 1 | rounding pixels in the host image <br> have equal values. |

Table 4 Conditions for which the maximum RSD occurs

| RSD | Type | $\sigma_{\text {max }}$ | $N_{\text {c max }}$ | Pixel value to satisfy a condition for $\sigma_{\text {max }}$ occurrence |
| :---: | :---: | :---: | :---: | :---: |
| $\sigma_{\mathrm{T}}(i, j)$ | A | 104.10 | 2 | $\begin{array}{ll} \text { Condition } 1 & N_{0}=1 \text { and } N_{255}=2 \\ \text { Condition } 2 & N_{0}=2 \text { and } N_{255}=1 \end{array}$ |
|  | B | 114.04 | 2 | $\begin{array}{ll} \text { Condition } 1 & N_{0}=2 \text { and } N_{255}=3 \\ \text { Condition } 2 & N_{0}=3 \text { and } N_{255}=2 \end{array}$ |
|  | C | 120.21 | 1 | Condition 1 N0 $N_{0}$ ( and $N_{255}=4$ |
|  | A | 127.50 | 2 | Condition 1 MPV $=0$ <br> $N_{0}=1$ and $N_{255}=2$ <br> Condition 2 MPV $=255$ <br> $N_{0}=2$ and $N_{255}=1$ |
| $\sigma_{w}(i, j)$ | B | 127.50 | 2 | Condition 1 MPV $=0$ <br> $N_{0}=2$ and $N_{255}=3$ <br> Condition 2 MPV $=255$ $N_{0}=3 \text { and } N_{255}=2$ |
|  | C | 126.71 | 4 | Condition 1 MPV $=0$ $N_{0}=3 \text { and } N_{255}=5$ <br> Condition 2 MPV $=0$ $N_{0}=4 \text { and } N_{255}=4$ <br> Condition 3 MPV $=255$ $N_{0}=4 \text { and } N_{255}=4$ <br> Condition 4 MPV $=255$ $N_{0}=5 \text { and } N_{255}=3$ |

For this particular image the graphs in Fig. 2 can be used to find the RSD $\sigma_{\mathrm{W}}(256,256), \sigma_{\mathrm{W}}(256,255)$ and $\sigma_{\mathrm{W}}(255,255)$ (examples of Type A, B and C pixel respectively), for any watermark image that can be used to embed in positions $(256,256),(256,255)$ and $(255,255)$. The minimum point on each curve is $\left[I_{M}^{\prime}\right.$ $\left.(i, j), \sigma_{T}(i, j)\right], W_{M}(i, j)=I_{M}^{\prime}(i, j)$ at this point.


Fig. 2 WM vs RSD for pixels of Types A, B and C

## 3 Reconstruction of the Host Image

An important feature of the proposed method is that the original host image IM can be fully restored from the watermarked image $W$ without leaving any perceptible distortion. This is achieved through the following procedure.
(1) The watermark image $W_{M}(i, j)$ is coded to produce $C_{\mathrm{WM}}(i, j)$ and saved.
(2) The matrix $\beta(i, j)$ is saved for a given image.
(3) The values of the pixels in the watermarked image are mostly with fractional part and are rounded off to the nearest integer when saved. The fractional part to be rounded off $W_{D}(i, j)=W(i, j)-\operatorname{round}[W(i$, $j)],-0.5<W_{D}(i, j)<0.5$, is also saved.

The key to be applied for the full reconstruction of the host image from the watermarked image is therefore made up of the matrices $C_{\mathrm{MW}}(i, j), \beta(i, j)$ and $W_{\mathrm{D}}(i, j)$.


Fig. 5 Original image 1


Fig. 3 Watermark image 1


Fig. 4 Watermark image 2

## 4 Results

Computation results are shown in Fig. 5~8. Fig. 3 and 4 are the two watermarks used in the experiment. The added watermarks can be removed to fully restore the original images.

## 5 Conclusion

A relationship between the pixels in the original image and their corresponding pixels in the watermark image based on the local statistical properties of the pixel in the original image has been established. The established equation is used to embed different watermark images into different host images. Errors in reconstruction of the original image from the watermarked image due to some part of the values of the pixels in the watermarked image being cut off during saving is minimized. The original image is clearly seen under the marked image. A pixel in the mark image adjusts itself due to its position and the values of the surrounding pixels and adds zero or a fractional part to the original image. The original image can be completely reconstructed from the watermarked image without introducing any perceivable distortion. The aim of this work is therefore achieved. This method can be used to embed images for copyright protection since the original image can be fully reconstructed from the watermarked image to make assertion about the image.


Fig. 6 Watermarked image 1


Fig. 7 Original image 2
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